Noise versus Facial Expression on 3D Face Recognition
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Abstract

This paper presents a new method for 3D face recogni-
tion. The method combines a Simulated Annealing-based
approach for image registration using the Surface Interpen-
etration Measure (SIM) to perform a precise matching be-
tween two face images. The recognition score is obtained
by combining the SIM scores of four different face regions
after their alignment. Experiments were conducted on two
databases with a variety of facial expressions. The images
from the databases were classified according to noise level
and facial expression, allowing the analysis of each particu-
lar effect on 3D face recognition. The method allows a ver-
ification rate of 99.9%, at a False Acceptance Rate (FAR)
of 0%, for the FRGC ver 2.0 database when only noiseless,
neutral expression face images are used. Also, the results
using face images with expressions and noise demonstrate
that subjects still can be recognized with 87.5% of verifica-
tion rate, at a FAR of 0%.

1. Introduction

Face recognition systems have applications in many ar-
eas, e.g., law enforcement, human machine interfaces, ac-
cess control. Recently, 3D face recognition has been subject
of many researches mainly because both the limitations of
2D images and the advances in 3D imaging sensors [4].

One approach for 3D face recognition is using image reg-
istration to perform face matching [1, 5, 6, 7, 12], being the
Iterative Closest Point (ICP) mostly applied to this purpose.
In order to evaluate the quality of registration in face match-
ing the Mean Squared Error (MSE), sometimes combined
with other measures, is employed.

The ICP is guided by the MSE but it was proved [18] that
this measure could allow imprecise local convergence for
range image registration, even when improved ICP-based
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approaches are used [9, 16]. Also, in [18] the authors sug-
gest that the MSE is a good measure for starting the image
registration process, but the Surface Interpenetration Mea-
sure (SIM) could be more suitable to be used at “the end of
the game” to assess the quality of the registration.

In [2, 3] the SIM was presented for 3D face matching.
The experiments were conducted using different databases,
containing mostly faces with neutral expression, and the ex-
perimental results showed that SIM allows better discrimi-
nation between faces as compared to other metrics. Also, it
was proposed a Simulated Annealing-based approach (SA)
guided by SIM for 3D face matching, instead of ICP. This
approach produced precise alignments, achieving higher
contrast between faces from different subjects [3].

This paper presents a novel, comprehensive method
for 3D face recognition using the SIM. This approach uses
new combinations of the SIM produced from the match-
ing of four different 3D face segmentation as authentication
score. More extensive experiments were performed using
two databases, our private IMAGO ! Database and the Face
Recognition Grand Challenge Database ver 2.0 (FRGC)?,
both containing faces with several facial expressions. The
experiments were based in state-of-art works presented in
the literature [5, 6, 12] and the results confirm that the SIM
is a very discriminatory measure for 3D face recognition.

2. 3D Face matching

The 3D face matching is performed by combining range
image registration techniques and the Surface Interpen-
etration Measure (SIM). In [3] some initial experiments
were conducted on the FRGC ver 1.0 3D face image
database comparing two registration approaches: (1) an im-
proved version of the ICP [9, 16], and (2) a SA-based ap-
proach [10]. The experimental results have shown that the
SA produces more precise alignments and a higher recogni-
tion rate as opposed to ICP. Although SA is slightly slower
than ICP, it does not depend on initial pre-alignment.
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Supported by the former results, the SA-based approach
was improved and applied for range image registration com-
bined with the SIM, now on a more extensive database, in-
cluding many different facial expressions. A brief expla-
nation of the SIM and the SA approach for range image
registration are presented as follows.

2.1. Surface Interpenetration Measure

The SIM was developed by analyzing visual results of
two aligned surfaces crossing over each other repeatedly
in the overlapping area. The interpenetration effect results
from the nature of real range data, which presents slightly
rough surfaces with small local distortions caused by limi-
tations of the acquiring system.

By quantifying interpenetration, one can more precisely
evaluate the registration results and provide a highly robust
control. Registrations of two range images presenting good
interpenetration have high SIM values, and erroneous align-
ments produce low SIM values and that small differences in
MSE can yield significant differences in SIM. Furthermore,
alignments with high SIM present a very low interpoint dis-
tance between the two surfaces. That is, the SIM is a far
more sensitive indicator of alignment quality when compar-
ing “reasonable” alignments.

For more details of this measure, the reader should refers
to [17, 18]. Also, to be applied in 3D face matching some
constrains were applied to the SIM as described in [3].

2.2. Simulated Annealing-based approach
for range image registration

Simulated Annealing (SA) is a stochastic algorithm for
local search in which, from an initial candidate solution, it
generates iterative movements to a neighbor solution that
represents a better solution to the problem as compared to
the current one. The main difference between SA and other
local search algorithms, e.g. Hill Climbing, is that SA can
accept a worse solution than the current candidate in the
iterative process. Then, SA does not remain “tied” to local
minima and because of this it has better chances to reach its
goal, which is a solution close enough to the global one.

To apply SA on registration of two range images, six pa-
rameters (three parameters each for rotation and translation
relative to a 3D coordinate system) are needed to define the
candidate solutions as a “transformation vector’” that, when
applied to one image, can align it with the other.

Our SA-based approach basically has three main stages:
(1) an initial solution is obtained by aligning the centers of
mass of the two face images; (2) a coarse alignment is per-
formed using a SA-based searching procedure to minimizes
a robust evaluation measure, based on the MSAC robust es-
timator [19] combined with the MSE of the corresponding

points between the two face images; and (3) a precise align-
ment is obtained by a SA-based searching procedure with
the SIM as the evaluation measure, where the goal is to
maximize the interpenetrating points between the two faces.

In the SA-based searching procedure, small random val-
ues within [—1,1] are introduced to each element of the
transformation vector in an attempt to reach better neigh-
bor solutions. The stop criteria is attested if the best solu-
tion does not change within n iterations (i.e. the system is
frozen). We observed that to obtain a good alignment it was
not required to use all the valid points. A sampling rate s
of valid points equally spaced is used. The values for n and
s are going to be defined in section 3. Although we only
use a sample of points, the final SIM value that evaluates
the alignment is computed taking into account all the valid
points from both surfaces.

The “temperature” of the SA is reduced very slowly and
two iterations are performed for each allowed “tempera-
ture” until the final one is achieved, otherwise the system
becomes frozen [13]. The initial “temperature” was de-
fined as ¢ = 0.002 and ¢ = 0.15, for stages (2) and (3),
respectively. The MSAC threshold was defined empirically
as 3.0, using a small dataset of images from FRGC ver 1.0
database, and than validated on a larger dataset.

3. 3D Face authentication

To accomplish face authentication, first the face images
are automatically segmented in four regions (see Fig. 1):
(a) circular area around the nose, (b) elliptical area around
nose, (c) upper head, including eyes, nose and forehead,
and (d) entire face region. Regions (a) and (b) were used
because the nose area suffers less influence from facial ex-
pression as compared with other face regions [6]. However,
in [3] it was stated that, when using the SIM, the nose re-
gion alone is not enough discriminatory for face recognition
because it represents only a small fraction of the face. Due
to this fact, regions (c) and (d) were also used because they
contain more information about the face.

(b) )

Figure 1. Segmented regions from a same
face. (a) circular nose area, (b) elliptical nose
area, (c) upper head and (d) entire face.



The segmentation process uses our own approach based
on the depth of the range maps to segment the images,
which is composed basically by two main stages: (1) locat-
ing homogeneous regions in the input image by using clus-
tering combined with edge data, and (2) identifying can-
didate regions that belong to the face region by an ellipse
detection method based on the Hough Transform. More de-
tails of this approach are described in [14].

After this step, corresponding regions from both faces
are registered independently. The authentication score is
achieved by combining the final SIM value obtained for
each segmented region using the sum rule [11]. This ap-
proach is more discriminant than the SIM value computed
from each region by itself.

When two faces of the same subject are compared the
authentication score tends to have a high value. Otherwise,
if the faces are from different subjects this score has lower
value. For the experiments a discriminant threshold was de-
fined to allow a False Acceptance Rate (FAR) of 0%, using
the same strategy described in [3]. With this FAR we can
avoid the possibility of identifying a non-authorized person
in an authentication system.

The SA parameters, n and s mentioned in section 2.2,
were empirically defined according to the region that is
used for matching. For both nose regions we set n = 500
and s = 1.5% in stage (2), n = 50 and s = 15% in
stage (3). For other regions, in stage (2) we set n = 300
and s = 0.1%, and in stage (3) n = 20 and s = 10%.

4. Databases

In our experiments we used both the IMAGO Database
and the Face Recognition Grand Challenge (FRGC)
Database®. IMAGO database has 150 images, from 30 sub-
jects, acquired using a Minolta Vivid 910 scanner. Five im-
ages were taken from each person with four different facial
expressions (3 neutral, 1 small happy and 1 very happy).
Some images from this database are shown in Fig. 2.

The FRGC Database is the largest available database of
range face images and works as benchmarking to evalu-
ate algorithms for face recognition [15]. It is composed by
4,007 range images, from 466 subjects, mostly frontal and
diversified facial expressions. Besides the great number of
images, they have several particular features that may inter-
fere in face matching, such as noise.

In order to make an accurate analysis from the proposed
method and identify its weak points, all images were ar-
ranged according to their noise level, expression type and
level. Since the provided facial classification from FRGC
did not correspond to the ground truth, the new arrangement
was based on the six basic emotions proposed by [8].
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Figure 2. Example of images from IMAGO
Database. (a) and (b) neutral expression, (c)
small happy and (d) very happy.

The following classes were established: neutral, neutral
with open mouth (O.M.), happy, surprise, sad, frown and
disgust. Except for neutral expression, those groups were
also separated according to its strength. Fig. 3 shows some
images from this database, classified by expression.

All the range images were divided based on three main
kinds of noise: (1) very noisy, includes images that are de-
formed, stretched, without nose, and wavy surface, (2) little
noisy, includes faces with beard/moustache, or small holes
around nose, or waves around mouth, (3) noiseless. Since
the images from (1) are very damaged they were discarded
for the experiments. Examples of these images are shown
in Figs. 3(0) and 3(p).

Figs. 3(b) and 3(i) show examples of little noisy effect,
beard and holes around nose, respectively. Despite beard
and moustache are facial features, they were classified as
little noisy because the scanner does not precisely acquire
the information of these areas. Also, in this database it was
identified two claimed different subjects that are actually
the same. This case was discarded for the result analysis.

5. Experimental Results

The experiments were performed intending to repro-
duce a genuine face recognition system, where we have the
matching between an acquired face image with a previous
registered one in a database. Usually, for genuine systems,
the stored image has good quality, i.e. noiseless and neu-
tral expression. For this reason, all neutral images were
combined against each other, for both databases. The im-
ages with non-neutral expression were matched only against
all other neutral images, and for the FRGC database only
against noiseless neutral images.
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Figure 3. Images from FRGC Database. (a) and (b) Neutral Expression. Small Expression: (c) Happy,
(e) Surprise, (g) Sad, (i) Frown, (k) Open Mouth, (m) Disgust. Larger Expression: (d) Happy, (f)
Surprise, (h) Sad, (j) Frown, (I) Open Mouth, (n) Disgust, (0) and (p) Very noisy images.

For all images from both databases, the matching was
performed using our SA-based approach for each one of the
segmented regions and the similarity score was computed
using the method described in section 3. Than, the combi-
nations were split in several datasets according to its facial
expression and noise level. For each dataset, a discriminant
threshold was defined to allow a FAR of 0% [3].

One of the main worries about using SA to perform
the 3D face matching in an authentication system is time
constrains. Because of this, the experiments from IMAGO
Database were executed in a controlled environment for
time analysis, being totally computed 14,715 combina-
tions. We used a computer with the following configuration:
Linux operating system, AMD Sempron 2300+ processor,
cache of 256KB and 512MB of memory.

The average time achieved for the nose regions was
0.55s, and for the upper head and entire face regions the av-
erage times were 1.11s and 1.78s, respectively. The max-
imum execution time achieved for combinations of same
subjects was 3.78s using the entire face region.

The obtained results from IMAGO database are shown
in Table 1. The S column shows the number of combina-
tions from same subjects, 7'C' is the total number of combi-
nations, followed by the verification rate (V' R) founded in
that dataset. The last column is the number of combinations
that were not authenticated. Those faces with low and high
expression level are labeled as 1 and 2, respectively.

With the neutral expression dataset a verification rate
of 100.0% was attained. However, this rate tends to de-
crease in the datasets with non-neutral expression images.
It can be also observed that this verification rate is degraded

Table 1. Results from IMAGO Database.

[Datasets | S | TC [ VR (%) | E |
Neutral 90 | 4,005 100.0 0
Happy 1 || 90 | 2,700 96.6 3
Happy 2 || 90 | 2,700 83.3 15

when expression strength increases, comparing small happy
with very happy, achieving a recognition rate of 96.6%
and 83.3%, respectively.

Table 2 presents the results from FRGC Database for
faces with neutral expression. The labels from this table
are the same ones described previously.

Table 2. Results from FRGC Database using
faces with neutral expression.

’ Datasets H S \ TC \ VR (%) \ E ‘
noiseless || 2,489 | 434,778 99.9 1
all 7,286 | 2,379,471 99.2 53

The proposed method can indeed distinguish if two
faces, neutral expression, belong to the same subject with
a verification rate of 99.2%, at a FAR of 0%. From the
noiseless dataset, only one combination was not recognized,
because one of the faces was slightly non-frontal and the
images do not have enough overlapping area in common.
Besides, it can be observed in Table 2 that noise has signifi-
cant effect to recognition of faces with neutral expressions.



Although noise affects greatly the results for neutral face
images, its effect seems to be not so relevant in analyzing
the results for faces containing some level of expression. A
possible explanation is that an expression has greater influ-
ence to the alignment than noise regarding bad registration
results. In this context, Table 3 shows the individual results
among the different types of facial expression using all im-
ages of the datasets (noisy and noiseless).

Table 3. Results from FRGC Database using
faces with non-neutral expression.

[Datasets | S | TC

Happy 1 707
Happy 2 643
Surprise 1 || 208
Surprise 2 || 590
Sadness 1 || 233
Sadness 2 || 140

[VR(%) | E |
205,088 | 91.6 | 59
245514 | 581 | 269
55216 | 932 | 14
169,592 | 864 | 80
80,852 | 90.9 | 21
56,202 | 942 8

OM. 1 139 | 63,104 95.7 6
OM.2 598 | 209,032 90.8 55
Frown 1 71 31,552 83.0 12

Frown 2 200
Disgust 1 43
Disgust 2 96

51,272 80.5 39
12,818 100 0
58,174 30.2 67

When analyzing the results for other facial expressions,
higher expression levels becomes harder to identify as com-
pared to low level expression, as expected. Although, it can
be seen that the proposed approach still can discriminate
many different expressions, with a high verification rate.

Faces with disgusting and very happy expression are the
most challenging ones to be verified. Those kinds of expres-
sion tends to greatly deform the nose region, and since all
the segmented areas used from the face includes the nose, a
lower performance was achieved. Figs. 3(n) and 3(d) show
an example from these expressions.

Another experiment was performed in a dataset with all
the images to observe how does the proposed method be-
haves in a situation were we have faces with different ex-
pressions and presenting little noise. The combinations
were generated as described previously, totalling 3,617,887
combinations (10,954 combinations from the same subject
and 3,606,933 combinations from different ones). In this
context a verification rate of 87.5% was achieved, at FAR
of 0%. If this FAR is relaxed to 0.1% the verification rates
is improved to 98.5%. In fact, the goal of the competition
Face Recognition Grand Challenge [15] is a verification rate
of 98% at FAR of 0.1%.

6. Enhanced SA approach

Because faces with happy expression are the most com-
mon among people during taking pictures and they are chal-
lenging for recognition, we propose an alternative approach
for matching. By observing the matching of faces with
happy expression we noticed that the most invariant regions
are the forehead and the nose areas. Firstly, each happy
face is divided in nine sectors based on four facial fea-
ture points (see Fig. 4(b)). During SA registration process,
the matching tends to be stronger on those invariant areas.
Fig. 4(c) shows the selected less invariant regions.

(b)

Figure 4. Sectors used for enhanced SA ap-
proach. (a) Original face image, (b) Sectors
and (c) Brighter sectors used for matching.

In the original matching process the SIM is computed
based on the number of interpenetrated points. For this en-
hanced method, a point that is interpenetrated and belongs
to one of the invariant regions receives a high weight, oth-
erwise, the applied weight is 1. The final SIM score is
achieved by giving to all interpenetrated points weight 1.

Experiments were conducted for all the combinations
from the same person that were not recognized from each
dataset, and had happy facial expression. Another experi-
ment that was performed used only the not recognized neu-
tral faces from FRGC. Also, to verify if the matching score
for combinations between different subjects are improved a
set of these combinations were tested. On IMAGO database
all of these combinations were used, and for FRGC database
4000 combinations were randomly generated.

The enhanced method was applied only to entire face
region, and the final authentication score is still achieved
as described in section 3. Results from this approach are
shown in Table 4. First column indicates the database, fol-
lowed by the datasets that were used. The last two columns
show the number of combinations from same subjects that
were not recognized using the original approach and the en-
hanced one, respectively.



Table 4. Results for Improved SA approach.

[ Base | Dataset || Original | Improvement |
Happy 1 3 1
IMAGO Happy 2 15 10
Neutral 53 42
FRGC Happy 1 59 54
Happy 2 269 224

Observing results from Table 4, one can see that using
the second approach for face region matching the verifica-
tion rate can be improved in more than 15% for faces with
high expression level. On the neutral expression dataset,
from those images that were not recognized by the original
approach, this is improved in 20% by using the enhanced
version of SA. Also, the results from different subjects com-
binations showed that the enhanced SA approach did not
significantly improved their authentication score.

7. Final Remarks

In this paper, we presented a new method for 3D face
recognition. The method combines a Simulated Annealing-
based approach for range image registration with the Sur-
face Interpenetration Measure. To evaluate this approach
we used two different databases, IMAGO database and
FRGC ver 2.0 database, containing a great number of face
images, with several facial expressions and noise levels. In
order to provide an accurate analysis regarding the behavior
of our method, we classified the FRGC database according
the facial expression and noise level.

By using this novel approach one can distinguish if two
face images with neutral expression belong to the same sub-
ject or not with a verification rate of 99%, at a FAR of 0%.
The results for faces with expressions demonstrate that sub-
jects still can be recognized with 87.5% of verification rate,
at a FAR of 0%. Changing this FAR to 0.1%, this verifica-
tion rate is improved to 98.5%. This rate reaches the goal
of the competition Face Recognition Grand Challenge [15],
which is a verification rate of 98% with a FAR of 0.1%.

We observed from the results that faces with disgust or
happy expression are one of the most challenging to be rec-
ognized. For this reason, an enhanced SA approach was
proposed to perform the matching of faces with happy ex-
pression. When comparing a face with neutral expression
against one with very happy expression, the enhanced ap-
proach has performance over 15% when compared with the
original one. Also, this approach can improve the matching
of neutral expression faces in 20%. As future work, we plan
to identify the presence of facial expression to improve the
3D face recognition.
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