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ABSTRACT
The Surface Interpenetration Measure (SIM) was recently
proposed as a promising measure for 3D face matching, al-
though using two limited, small range image databases. In
this paper we present novel, more extensive experiments us-
ing the SIM in a well-known 3D face database available on
the Biometric Experimentation Environment (BEE) to con-
firm qualitatively that the SIM is a effective, discriminatory
measure. The experiments were performed based on range
image registration by using two different methods: Iterative
Closest Point (ICP) and Simulated Annealing (SA). By com-
puting the SIM after the registration of two 3D face images
one can identify if those images come from the same subject
or not. With our SA-based approach we obtained high veri-
fication rate scores, which is indeed one of the main goals of
the Face Recognition Grand Challenge 2006.

Index Terms— Face recognition, Simulated annealing

1. INTRODUCTION

Two-dimensional (2D) face recognition has been the subject
of extensive researches for many years. More recently, three-
dimensional (3D) face recognition has gained growing atten-
tion. The advances in 3D imaging technology (see Intl. Conf.
on 3D Digital Imaging and Modeling) have played an impor-
tant role in this scenario. Also, there are some limitations in
processing 2D face images that can be solved by 3D face im-
ages, although the last ones have their own limitations too.
For a survey on works presented in the literature about 3D
face processing the reader should refer to [1].

Recently, some approaches for 3D face recognition have
used image registration to perform face matching [2, 3, 4, 5].
In this context, the approaches are usually based on the Mean
Squared Error (MSE) or Root Mean Squared Error (RMSE),
sometimes combined with other measures, to evaluate the
quality of the registration in face matching. In all these ap-
proaches, the Iterative Closest Point (ICP) is traditionally ap-
plied for image registration.
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The ICP is guided by the MSE but it was proved [6]
that this measure could allow imprecise local convergence for
range image registration, even when improved ICP-based ap-
proaches are used [7, 8]. Also, in [6] the authors suggest that
the MSE is a good measure for starting the image registra-
tion process, but the Surface Interpenetration Measure (SIM)
could be more suitable to be used at “the end of the game” to
assess the quality of the registration.

The SIM was first used for 3D face matching recently [9].
Although the presented experiments were performed in a lim-
ited number of images, these belong to different databases and
the final results were quite similar, showing the potential for
robustness of this new measure. Also, from those preliminary
results, we noted that the SIM produces a better range for
discrimination between faces (including same subjects with
different expressions) as compared to other metrics.

In this paper, we present novel, more extensive exper-
iments using the SIM in a very known 3D face image
database1. Our experiments were based in some state-of-art
works presented in the literature [2, 3, 4, 5] and the results
confirm the potentiality of the SIM as a discriminatory mea-
sure for 3D face matching, which may contribute substan-
tially to this field.

This paper is organized as follows. First, we introduce
our developed approach by using the SIM in section 2. The
experimental results summarizing many comparisons by us-
ing different approaches for 3D face matching are presented
in section 3, followed by the final remarks in section 4.

2. 3D FACE MATCHING USING THE SIM

We propose to perform 3D face matching by combining range
image registration techniques and the SIM. We evaluated
two registration approaches: (1) an improved version of the
ICP [7, 8], and (2) a Simulated Annealing based approach
(SA) [10]. In our experiments the ICP-based approach is
guided only by MSE (i.e., the MSE is the measure to eval-
uate the alignments). For our SA approach, the MSE is used
to start the registration process and then the final tuning is

1http://www.bee-biometrics.org



made by the SIM [6, 11]. In both approaches, after obtaining
the final alignment for the two images, the SIM is computed
to evaluate the final 3D face matching.

Although SA is twice slower than ICP, it does not depend
on initial pre-alignment as opposed to ICP. Also, by using the
SA we can compute the 3D face matching automatically. As
discussed in [6], the MSE alone is not the best measure to
perform range image registration, so we decided to develop
our registration approach by using both MSE and the SIM.
We have previously used Genetic Algorithms for range im-
age segmentation with good, precise results [6, 11] but it is
extremely time consuming, which also limits many applica-
tions. Considering that range image registration by ICP is
widely known, we briefly present the SIM and the SA ap-
proach for range image registration as follows.

2.1. The Surface Interpenetration Measure

The SIM was developed by analyzing visual results of two
aligned surfaces, each rendered in a different color, crossing
over each other repeatedly in the overlapping area [11]. The
interpenetration effect results from the nature of real range
data, which presents slightly rough surfaces with small local
distortions caused by limitations of the acquiring system. Be-
cause of this, even flat surfaces present a “roughness” in range
images. With this, we can assume that independently of the
shape of the surfaces the interpenetration will always occur.
We also observed that two images acquired from the same
object surface with the same scanner position and parameters
provide two different range images.

By quantifying interpenetration, one can more precisely
evaluate the registration results and provide a highly robust
control [6]. To do this we developed the following mea-
sure based on the surface normal vector, computed by a local
least squares planar fit, at each point. After the alignment of
two images, A and B, we identify the set of interpenetrating
points in A with respect to B. For each point p ∈ A we de-
fine a neighborhood Np to be a small n× n window centered
on p. With q denoting a point in the neighborhood Np, c the
corresponding point of p in image B and ~nc the local surface
normal at c, we define the set of interpenetrating points as:
C(A,B) = {p ∈ A | [(

−−−→
qi − c)·~nc][(

−−−→
qj − c)·~nc] < 0}; where

qi, qj ∈ Np and i 6= j. This set comprises those points in A
whose neighborhoods include at least one pair of points sepa-
rated by the local tangent plane, computed at their correspon-
dents in B. With this, we then define the SIM as the fraction
of interpenetrating points in A: SIM(A,B) =

|C(A,B)|

|A| .
In this paper we applied some constraints to the SIM as

suggested in [11] to avoid incorrect corresponding points, and
to obtain more precise alignments. We included the constraint
m = 5 as the maximum angle allowed between the normal
vectors at c and p, ~nc and ~np, respectively. Then, we have
p ∈ C only if cos−1(~nc · ~np) ≤ m. Also, we used a con-
straint to eliminate the corresponding points on the surfaces

boundaries. In this case, p ∈ C if c /∈ D, with D the set
of boundary points in B, with the thickness of the boundary
defined as s = 1;

Registrations of two range images presenting good inter-
penetration have high SIM values. Our experimental results
show that erroneous alignments produce low SIM values and
that small differences in MSE can yield significant differences
in SIM. Furthermore, alignments with high SIM present a
very low interpoint distance between the two surfaces. That
is, the SIM is a far more sensitive indicator of alignment qual-
ity when comparing “reasonable” alignments [6, 9].

2.2. The SA-based approach for range image registration

Simulated Annealing (SA) is a stochastic algorithm for local
search in which, from an initial candidate solution, it gener-
ates iterative movements to a neighbor solution that represents
a better solution to the problem as compared to the current
one. The main difference between SA and other local search
algorithm, e.g. Hill Climbing, is that SA can accept a worse
solution than the current candidate in the iterative process.
Then, SA does not remain “tied” to local minima and because
of this it has better chances to reach its goal, which is a solu-
tion close enough to the global one.

In order to apply SA on registration of two range images,
six parameters (three parameters each for rotation and trans-
lation relative to a 3D coordinate system) are needed to de-
fine the candidate solutions as a “transformation vector” that,
when applied to one image, can align it with the other.

Our SA-based approach was developed by using the GSL
Library2 and basically has three main stages: (1) an initial
solution is obtained by aligning the centers of mass of the
two face images; (2) a coarse alignment is performed using a
SA-based searching procedure to minimizes a robust evalua-
tion measure, based on the MSAC robust estimator [12] com-
bined with the MSE of the corresponding points between the
two face images; and (3) a precise alignment is obtained by
a SA-based searching procedure with the SIM as the evalua-
tion measure, where the goal is to maximize the interpenetrat-
ing points between the two faces. The termination condition
in stage 2 was set empirically at r = 1000 iterations, but if
the best solution does not change within h = 300 iterations
(i.e. the system is frozen) the termination condition is also
achieved. In stage 3 we set r = 500 and h = 35.

In the SA-based searching procedure, small random val-
ues within [−1, 1] are introduced to each element of the trans-
formation vector in an attempt to reach better neighbor solu-
tions. To evaluate the quality of the obtained alignments, the
above described metrics (i.e., MSAC and SIM) are used at
each stage of our approach. In stage 2, to evaluate the align-
ments we used a sampling rate of 3.25% of the valid points
for each region. In fact, it was not necessary to use all image
pixels to obtain a good coarse alignment.

2GNU Scientific Library - http://www.gnu.org/software/gsl



For stage 3 we use all valid pixels for each region because
we are searching for precise solutions. The initial solution for
the second stage corresponds to the best solution obtained on
the first stage. In both stages, the “temperature” of the SA is
reduced very slowly and only one iteration is performed for
each allowed “temperature” until the final one is achieved, as
suggested by [13] otherwise the system becomes frozen. The
initial “temperature” was defined as t = 0.002 and t = 0.15
for stage 2 and stage 3, respectively. Based on experimental
results the threshold value for the MSAC was empirically de-
fined as 0.7, which represents an inlier boundary distance for
the corresponding points between images.

3. EXPERIMENTAL RESULTS

The experiments were performed using 778 images with
640x480 pixels each one, from the BEE 3D face database3.
We matched each image against all others, totalizing 302253
combinations (300988 from different subjects and 1265 from
the same subject). We observed that some images present fa-
cial expression or noise perturbation, but we did not perform
a detailed analysis. The noise effect is shown in Fig. 1 and we
believed it is due to the acquisition process. To minimize the
noise we applied a 5 × 5 median filter on the images.

Each image was segmented automatically into three re-
gions: (a) face region, (b) eyes and nose region and (c) nose
region. For regions (b) and (c) we used a similar approach
suggested in [2, 3, 5, 4] and both regions consist of rectan-
gular areas, the first one around the eyes and nose and the
latter around the nose. For region (a) we used our own ap-
proach based on the depth of the range maps. Although this
approach has not been published yet and details of the algo-
rithm have been also omitted here because of space limits,
all segmentation results were successfully validated by visual
inspection.

The following figures present the obtained alignments
from both registration approaches, where each image was ren-
dered using a different color to show the interpenetrating ar-
eas. Fig. 1 shows two examples of face matching using noisy
images. The SIM results are very low due to the poor quality
of the image and both approaches, ICP and SA, were com-
promised. As can be seen, it is difficult to assume that the
matching faces (e.g. Figs. 1(a) and 1(b)) came from the same
subject. It seems that the noisy images were obtained with
low resolution producing “flatness” surfaces.

In Fig. 2 we show an example of the improvement ob-
tained by our SA method against the ICP, which presents low
interpenetrating points. In contrast, our SA method is capable
to obtain a precise alignment in the forehead region, where
both views are most similar (see also Fig. 3). Finally, Fig. 3
shows an example where both alignments presented low SIM
values because of the facial expression in one image.

3The authors would like to thanks Dr. Jonathon Phillips and Dr. Patrick
Flynn for allowing us to use the images.

(a) Non-noisy (b) Noisy (c) ICP (d) SA

(e) Non-Noisy (f) Noisy (g) ICP (h) SA

Fig. 1. Two samples of face matching of different subjects.
In both cases one of the images has noise perturbations: (a)
and (e) faces without noise; (b) and (f) faces with noise; (c)
and (g) ICP alignments, SIM=4.00% and SIM=6.92%, re-
spectively; and (d) and (h) SA alignments, SIM=8.88% and
SIM=11.69%, respectively.

(a) Neutral (b) Expression (c) ICP (d) SA

Fig. 2. Face matching from a same subject using images with-
out noise, but one with slight facial expression: (a) neutral ex-
pression; (b) slight opened-mouth expression; (c) ICP align-
ment, SIM=4.92%; and (d) SA alignment, SIM=23.55%.

(a) Neutral (b) Expression (c) ICP (d) SA

Fig. 3. Face matching from a same subject using images with-
out noise but one with facial expression: (a) neutral expres-
sion; (b) smiling expression; (c) ICP alignment, SIM=2.91%;
and (d) SA alignment, SIM=11.05%.

Once we obtained all the image registration results, we
automatically defined a discriminatory threshold that allowed
a FAR (False Acceptance Rate) of 0% for each segmented
region. The threshold used for the ICP was: SIM=14.5%
for face region; SIM=11.5% for eyes and nose region; and
SIM=18.5% for nose region. For our SA approach the defined
values were: SIM=16.75% for face region; SIM=14.74% for
eyes and nose region; and SIM=22.5% for nose region. As
can be seen in Fig. 3, although the SIM values obtained by



our SA approach are much higher than by the ICP, for the
face region, it was not sufficient to cross the discriminatory
threshold that allowed a FAR of 0% (i.e. SIM=16.5%). How-
ever, we could identify facial expressions or noisy images by
analyzing the SIM values as reported in [9].

Table 1 presents the verification rate result for both meth-
ods using different regions extracted from the face. By using
a FAR of 0% we could eliminate the possibility of identify-
ing an individual that is not authorized in an authentication
system with a verification rate of 97.31% by using our SA
method applied to the face region. The best result for the
ICP-based method was 93.83% for the nose region.

Table 1. Verification rate
for each region using a FAR
of 0%.

ICP SA
Face 84.66 97.31
Eyes 91.86 95.81
Nose 93.83 93.75

Table 2. Verification rate
using a FAR of 0% without
the noisy images.

ICP SA
Face 85.70 98.62
Eyes 92.61 96.59
Nose 94.96 95.12

We observed that the eyes and nose are rigid regions [3, 5]
and suffers less with facial expression than the whole face re-
gion. However, many times the entire face is more discrimi-
natory than the others. Also, experiments using the SIM show
that the nose is not enough discriminatory because it repre-
sents only a small fraction of the face.

By analyzing the combinations that compose the false re-
jection rate (FRR) we observed that most of them include at
least one image that suffers from noise (see Fig. 1) or facial
expression (see Fig. 3). If we remove only the noisy images
the verification rate reaches 98.62% at a FAR of 0% for our
approach, as in Table 2. The experimental results using our
SA-based method presented promising results and confirmed
that the SIM can be very effective for the 3D face matching
problem. In fact, according to [14] the performance goal for
the Face Recognition Grand Challenge 2006 is a verification
rate of 98% at a FAR of 0.1%.

The results shown that our approach returns better results
for both face and eyes regions than ICP does. For the nose
region the results are quite similar for both methods. The ICP
method fails to produce precise alignments for face region be-
cause the convergence of the algorithm is driven by MSE and
the registration process usually get stuck in local minima [6].

4. FINAL REMARKS

In this paper we introduced a novel, robust approach for 3D
face matching based on Simulated Annealing (SA) and the
Surface Interpenetration Measure (SIM). The experimental
results showed the effectiveness of our approach, which has a
verification rate of 97.31% at a FAR (False Acceptance Rate)
of 0% and 98.62% at FAR of 0% when combinations with
noisy images were eliminated from the FRR (False Rejection

Rate) set. Although the use of the SIM in our SA-based ap-
proach had presented better results than the ICP-based one,
we proved that the SIM, when used as a 3D face matching
measure, works well even with the alignments obtained by
the ICP. As a future work we plan to use the SIM to identify
facial expressions and to develop a robust approach for the
3D face identification problem using a combination of face
regions.
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